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| nteraction Effects

Abst r act
The present paper reviews the basics of the elusive
but i nportant concept of the interaction effect. The ANOVA
interaction effect is defined both conceptually and
mat hematically. Comon errors in interpreting interaction
effects are discussed and appropriate strategies for
achi eving post hoc understandings of the origin of detected

interaction effects are presented.
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In his 1957 Anmerican Psychol ogi cal Association
presidential address, Lee J. Cronbach argued the inportance
of investigating whether a given psychol ogi cal or
educational intervention works best for everyone, and, if
not, what interventions work best for which types of
peopl e. Cronbach referred to these studies as aptitude-
treatnment interaction (or ATI) studies.

Since then, ATI studies have been utilized with
i ncreasi ng frequency (Dodds, 1998). O special interest to
t he researcher enpl oying ATl designs is the anal ysis of
vari ance (or ANOVA). This statistical nethod, first
introduced by R A Fisher in 1915, allows the sinultaneous
exam nation of not only nultiple i ndependent vari abl es but
al so of the interactions between those independent
vari ables (Marascuilo & Serlin, 1988).

Interaction effects are of special interest to
researchers, as few presune that any given educational or
psychol ogi cal intervention will work equally well for every
i ndi vidual. The frequency of statistically significant
interactions and the inportance ascribed to those
interactions in the research conmunity show the need for a
nor e detail ed understandi ng of the ANOVA interaction effect
(Rosenthal & Rosnow, 1984). Many researchers regard the

ANOVA as sinply a calcul ation perfornmed by a conputer
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carried out nechanically with little to no understandi ng of
what it entails. However, in the case of the ANOVA, a ful
understanding is necessary in order to successfully apply

t he ANOVA technique, particularly in regard to interaction
effects (Huitson, 1971). The decided | ack of understandi ng
denonstrated by many investigators is responsible for the
preponderance of errors in interpreting interaction effects
found in current literature.

| ndeed, Rosnow and Rosent hal (1989b) have referred to
the results of interaction effects as “probably the
universally nmost msinterpreted enpirical results in
psychol ogy” (p. 1282). 1In fact, in a review of 191
research articles using ANOVA designs in prom nent journals
Rosnow and Rosenthal (1989) found that only 1% of articles
correctly interpreted interaction effects!

Thr oughout this paper 2x2 ANOVA designs are used as
exanples. It is inportant to note that the principles
presented here apply to all ANOVA designs; 2x2 designs are
used as exanpl es only because they are conveni ent and
si npl e.

Definition of Interaction Effects

Wiile there are nearly as nmany definitions of the
interaction effect as there are textbooks and theoretical

articles, all describe the same basic characteristics. For
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t he purposes of this paper, Keppel’s (1991) description of
interactions will suffice: “An interaction is present when
the effects of one independent variabl e on behavi or change
at the different levels of the second i ndependent vari abl e”
(p. 196). Wien the differences in the dependent variable
bet ween experinent conditions are not accounted for by only
the main effects of the independent variables and by error,
t hose differences not accounted for are said to occur due
to an interaction between the two i ndependent vari abl es.
Interactions are therefore sonetines referred to as
“residual” effects, or the effects remaining after | ower-
order effects (the main effects of the independent

vari abl es) are renoved (Rosenthal & Rosnow, 1984; Rosnow &
Rosent hal, 1991). A greater understanding of this concept
can be gai ned by exam ning the mathenmati cal nodel on which
t he two-way ANOVA is based.

ANOVA Mat henmati cal Mbdel

The nodel on which the two-way ANOVA is based posits
t hat each observation or condition can be partitioned into
five distinct conmponents (Marascuilo & Levin, 1970). 1In a
bal anced desi gn each of these conponents is wholly
uncorrel ated and unrelated to each of the others (Hester,
1996). Using the notation of Marascuilo and Levin (1970),

t hese conponents can be shown as:
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Yijk = (m+ ai + by + gj) + e,
where: mis the grand nean of all observations; a = m - m=
the difference between the nean of all cases tested under
the same A condition as this group and the grand nean; b; =

m - m= the difference between the nmean of all cases tested
under the same B condition as this group and the grand
mean; g; = mg — M — m + m= the nean for all cases in
condition AB;, less the nean of all cases tested under the
same A condition as this group, less the nean of all cases
tested under the sane B condition as this group, plus the
grand nean; and ejjx = error.

An observation or condition in a two-way ANOVA is
therefore nade up of the effects of the grand nean,
i ndependent variable A independent variable B, the
i nteraction between independent variables A and B, and
error. Again, each of these partitions (with the exception
of the grand nmean) are conpletely uncorrelated with one
another in a balanced design. Knowi ng the effects of the
mai n i ndependent variables tells you nothing about the
effects of the interaction (Hester, 1996). This concept,
while difficult for many to grasp, is key to the
under st andi ng of interaction effects.

| nteracti on Hypothesis i n ANOVA
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When testing for the presence of a statistically
significant interaction effect, a 2-way ANOVA tests the
hypothesis that the interaction effects (g;) for each
experinment condition are equal to zero (Levin & Marascuil o,
1972). Put another way, Hy: Ghi1 = G = ...= g = 0. Using
t he mat hemati cal nodel underlying the ANOVA after renoving
error, the interaction effect for a given condition can be
defined as g; = yijxk — m— a — bj. Wen the g for each
experinmental condition is found to be equal to zero, the
nul | hypothesis of zero interaction is not rejected. Wen
the g for one or nore of the experinental conditions is
found to not equal zero, the null hypothesis is rejected
and a statistically significant interaction is said to
exi st.

It is of the utnost inportance for the researcher to
understand that when interaction is tested, the ANOVA is
testing the hypothesis that the interaction effects for
each experinmental condition are statistically equal to
zero. Many conmmon errors nmade when interpreting
interaction effects are based on a m sunderstandi ng or
negl ect of this principle.

Exanpl e
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In order to better understand what interaction effects
are, consider the table of population neans for a 2x2 ANOVA
design presented in Table 1. In this table, the neans for
each conbi nati on of independent variables is shown, as well
as the means for each row and col um and the grand nean.
The nunbers in parentheses are the main effects (a and b;),
or the differences between the row or colum nmeans and the
grand nean (a; = mjr —m a; = m;: —mM by =m; —m by =
m, — n. This set of neans represents a population in
which there is no interaction between factor A and factor
B. A lack of interaction is often signified by parall el
lines in a plot of cell means (H nkle, Wersma, & Jurs,
1998), as shown by the parallel lines in Figure 1. Note
that there is no interaction if the lines are parallel even
if the lines are not horizontal. Each condition, or cell,

mean (m;) can be derived by taking the grand nean and
addi ng the appropriate row (a;) and colum (b;) effects.

For exanpl e, consider the popul ati on nean defined by row
one and columm one. \Wen applied to the equation m; = m+
aj + b, we see that it is a perfect fit: 7 =5 + (+1) +

(+1), 7 =7. This is the case for each of the cell neans.

| NSERT TABLE 1 AND FI GURE 1 ABOUT HERE
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Now consi der the table of popul ati on nmeans presented
in Table 2. Wen applying the formula for determning cel
means to the popul ati on defined by row one colum one (nll),
we see that: 2 does not equal 4.5 + (-1.5) + (+.5), or 2
does not equal 3.5. In this condition there is an effect
of -1.5 that is not accounted for by the grand nean or
either of the main effects. This “leftover” or residual

effect is what is commonly called the interaction effect.

In the case of the popul ation defined by row one,
colum one, the interaction effect of -1.5 is due, not to
ei ther of the independent variables alone, but to an
interaction between the two i ndependent variables. As our
original formula no longer fits when an interaction is
present, we nust adjust the fornula by adding the
interaction effect (g;): mj = m+ a + by + g;. A plot of
cell nmeans for this new exanple, as shown in Figure 2,
shows that the lines are not parallel, thus signifying the
presence of an interaction. Solving our new equation for

the interaction effect gives us the sanme nat hemati cal
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definition of the interaction effect given by the

mat hemati cal nmodel of the ANOVA: g; = mj — m— a — b;.

Interpreting Interaction Effects

Type |V Errors

Researchers have long had to contend with the
possibility of commtting Type | and Type Il errors while
conducting research. O special interest to the researcher
working with interaction effects, however, is what have
been ternmed Type IV errors. A Type IV error is said to
occur when a hypothesis is correctly rejected but
incorrectly interpreted (Levin & Marascuilo, 1972;
Marascuil o & Levin, 1970). As applied to interaction
effects, a Type IV error is commtted when post hoc
exam nations of correctly identified statistically
significant interactions neither test the original
hypot hesis nor fit wth the underlying nodel upon which the
ANOVA i s based (Dodds, 1998; Levin & Marascuilo, 1972).

| ncorrect Use of Post Hoc Tests

When an ANOVA design is used and statistical
significance for any effect is found, post hoc tests are

applied to determ ne the |location of the differences
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bet ween experinmental conditions. Post hoc tests are not
appl i ed, however, in the case of 2x2 ANOVA designs, as the
statistically significant effects can only be present in

t he one single possible contrast (Dodds, 1998). The post
hoc tests devel oped by Tukey and Sheffe’ are often used to
exam ne interaction effects. These tests are used to nake
conparisons of condition (or cell) nmeans in an attenpt to
| ocate the source of an effect.

The Tukey nethod is designed to only nmake sinple
conparisons of nmeans (Hinkle et al., 1998). For exanpl e,
when used to interpret ANOVA results for the A main effect
in a 3X3 design, Tukey’'s nethod tests the follow ng

hypot hesis for each pairw se conparison

Ho: m = m for i not equal to k, or

m; = m; ; my = Mg ; My = Mm;
Li kewi se, while examning the B main effect in the sane
desi gn, Tukey’'s nethod tests all possible conbinations of
the second i ndependent variable, or: mi = m2 M2 = M3 M3
= mi1 (Keppel, 1991).

Al'l contrasts/conparisons always test differences

between only two neans. However, “sinple” contrasts

conpare the neans of a given two |levels of a way w t hout

conbining any |levels. For exanple, in a 4x2 design (4
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under graduate class | evels [freshman, sophonore, junior,
senior] and 2 gender groups [male, fenmale]) with 10 people
in each of the eight design cells, the conparison of the
dependent variable nean of the 20 freshman with the
dependent vari able nean of the 20 sophonores is a “sinple”
contrast.

Tukey’s nethod, as it is commonly (though erroneously)
applied to interpreting interaction effects, tests all
possi bl e conbi nati ons of both i ndependent variables, or m;
= Mg M2 = Mi; .., M = Mk (Harwell, 1998). In the sane
manner, Scheffe’'s nethod can be used, not only to test the
si npl e conparisons, but the “conplex” contrasts as well
(Keppel , 1991).

“Conpl ex” contrasts include “sinple” contrasts , but
al so create contrasts of two neans in which one or both
means are conputed by aggregating data fromnore than one
| evel. For exanple, in the previous exanple of a 4x2
design, the contrast of the dependent variable nean of the
20 freshman with the dependent variable nmean of the 40
juniors and seniors conbined is a “conplex” contrast. The
contrast of the dependent variable nmean of the 40 freshman
and sophonores conbined wth the dependent vari abl e nean of
the 40 juniors and seniors conbined also is a “conpl ex”

contrast.
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I nteraction Effects 13

It is the erroneous application of post hoc tests that
account for the preponderance of m sinterpretations of
interaction effects. The use of post hoc tests to exam ne
conditional or cell neans is not based on the mathemati cal
formul a underlying the ANOVA nodel, and therefore may be
inaccurate. In addition, the use of cell neans in post hoc
tests does not test interactions and does not even test the
ori gi nal ANOVA hypot hesi s.

Testing condition neans does not test interactions.

The practice of conparing conditional or cell neans to
interpret interaction effects is a grievous error. 1In
doing so, the researcher is |ooking at pairs of cell neans
to determ ne where the differences in the dependent
variable lie in an attenpt to | ocate the source of
interaction. These cell neans, while they contain the
effects of the interaction, also contain a host of other
effects which prevent accurate interpretation of
interactions. As stated by Rosnow and Rosent hal (1989a),
t hese cell means “are the conbi ned effects of the
interaction, the row effects, the colum effects, and the
grand nmean” (p. 144).

To make this nore clear, consider the mat hemati ca
expl anation of the cell nmean, m; = m+ a + bj + g;. This

shows that the cell means contain effects caused not only
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by the interaction, but are also influenced by the grand
mean and the main effects. To say that a conparison of

cell neans tests pairs of interactions is sinply not true.
A conparison of cell nmeans tests pairs of interactions,
pl us a host of other confounding information. In order to
correctly interpret interaction effects, it is necessary to
enpl oy post hoc tests to examine pairs of interaction
effects, not pairs of cell means.

The use of sinple effects, or cell neans, to interpret
interaction effects can be very msleading. The nmain
effects of the independent variable nay contribute to the
cell nmeans even nore than the interactions (Rosnow &
Rosenthal, 1989a). This error is greatest when the | ower
order (main) effects are statistically significant
(Harwel |, 1998). 1In this case, the use of sinple effects
to interpret interactions nay actually be nore accurate in
interpreting the main effects. As all effects in a
bal anced ANOVA design are uncorrelated, this wuld revea
absol utely nothing about the interaction effects which are
the original focus of the investigator.

Testing cell nmeans does not test the original

hypothesis. In addition to the practice of using cel

means to interpret interactions not actually testing

i nteractions, the hypotheses tested by sinple effects tests
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are not consistent with the original hypothesis tested by

t he ANOVA (Boi k, 1979; Levin & Marascuilo, 1972). The
original interaction hypothesis, as specified by the ANOVA
isS H : 1 = o = ...= gj = 0. Using cell neans to interpret
interactions does not test this hypothesis, rather it tests
the hypothesis Hi : mis = mz = ...= m;.

Wth the know edge that g; does not equal mj, it
beconmes clear that the use of cell means to interpret
interactions does not only not test interactions but also
has nothing to do with the original hypothesis. Wen a
stat enent about interactions based on post hoc conpari sons
of cell neans is made, a Type |V error has been commtted.
In this case, the correctly rejected hypothesis has been
interpreted in a manner inconsistent with the original
ANOVA i nt eracti on hypot hesi s.

Correct Use of Post Hoc Tests

When a researcher attenpts to interpret statistically
significant interaction effects, it is inportant that the
post hoc tests enployed test the interactions, not the cel
means (Rosnow & Rosenthal, 1991). This is nost often
acconplished by using sinple effects tests, not of the
original cell neans, but of “corrected” cell neans that

nore accurately reflect the interactions (Rosnow &
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Rosent hal, 1989a). While it is not necessary to correct
cell nmeans if the main effects are zero, the cell neans
nmust be adjusted if even one of the main effects is found
to be greater than zero (Harwell, 1998). As it does not
harmone’s interpretation to correct for main effects that
are zero, it is good practice to adjust cell neans

regardl ess of the statistical significance of main effects.

Conmputing corrected cell neans. The process for

obtaining interaction effects for use in post hoc tests is
sinply a solution of the basic ANOVA nodel for the
interaction effects (Meyer, 1991). Rosnow and Rosent hal
(1989a) have provided the following sinple fornmula for

determ ning the corrected cell neans:

Adjusted m; = m; —a — b - m

where m; = the original cell nean; a = (m — m = the
effect of level i of factor A = nean of all cases in |evel
i less the grand nean; b = (m — nm = the effect of |evel ]

of factor B = nean of all cases in level j less the grand

mean; and m= the grand nean. This fornula for producing
corrected cell neans, expressed a different way, has been
sinplified by Harwell (1998) for ease of use:

(mj -m -(m-m - (mp -m =

mp - m-m+m

16
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For exanpl e, consider the plot of fictional population

means for a 2x2 design presented in Table 3.

In Table 3, nll = 5 is the nean of the popul ati on

defined by the row one, colum one cell; nRl is the nean of
t he popul ation defined by the row two, columm one cell;

etc. Popul ation nmeans for each of the rows and colums are
al so presented, as well as the grand nean. Using the
conputational fornula presented by Harwell (1998), it is a
sinple matter to determne the corrected cell nmeans shown

in Tabl e 4:

I
ol
|
»
|
~
+
»
I
1
N

Corrected my

Corrected mo =7 -6 —5 +6 =2

1
©
I
»
I
~
+
»
1
N

Corrected m

Corrected m» =3 -6 —5 +6 =-2

Wil e this exanple involved a 2x2 design, the sane
process can be used to determ ne the adjusted cell neans

for any 2-way ANOVA design. These corrected cell neans,
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whil e easy to conpute, are often neglected by researchers.
The corrected neans provide the key which all ows
interaction effects to be accurately interpreted. It may
be of special interest to the student of interaction
effects that, as Harwell (1998) pointed out, these adjusted
cell neans “when squared, weighted by the nunber of scores
in a cell, and summed produce the sum of squares
interaction SS(AB) used to conpute the nmean square
interaction termfor the nunerator of the F test” (p. 128).

Usi ng corrected nmeans in post hoc tests. Al post hoc

conparisons of interaction effects nust be interaction
contrasts, and not contrasts of cell neans (Keppel, 1991;
Marascuil o & Levin, 1970). Performng interaction
contrasts can be done easily by perform ng the sane sinple
effects tests used to interpret main effects. However, it

is of the utnost inportance that these tests be used to
contrast, not condition neans (mi, My, M1, .., m;), but

condition interactions (i, G2, @1, .. gj). This ensures
that the post hoc test hypotheses are consistent with the
original ANOVA interaction hypothesis and are accurately
interpreting only the interactions.

Adj usted cell nmeans can be used to test both sinple
interaction effects and conplex interaction effects in the

sane way that row and col um neans can be used to test
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sinple and conplex main effects. Instead of testing al
possi bl e conbi nations of neans it is appropriate to test
all possible conbinations of interactions, to elimnate the
possibility of the main effects confounding the
interpretation of the interaction. Mrascuilo and Levin
(1970) provided a detail ed description of howto use
Scheffe’s nethod to test interpret interactions, with a
nunber of worked exanpl es.

The principle, though often ignored, is a sinple one.
The use of pairw se conparisons of condition neans to test
interactions is a Type IV error and shoul d be avoi ded.
Proper nethodol ogy dictates that post hoc tests make use of
pai rwi se conparisons of interaction effects, or, as we have
seen, corrected cell neans.

Plotting Interactions

Anot her comon nethod of interpreting ANOVA results is
the graphical plotting of cell nmeans. This is considered
good practice, as the cell neans are often of great
interest to researchers. The majority of researchers,
however, incorrectly refer to these plots of cell neans as
plots of interactions and use these plots to interpret the
interaction (Rosnow & Rosenthal, 1991). As previously
di scussed, cell neans contain information not only about

the interaction effect, but about the main effects as well.
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To attenpt to interpret the interaction effects by using
plots of cell neans is to nmake the sanme Type |V error
commtted by using sinple effects tests of cell neans to
interpret interactions, unless the main effects are zero.

To make this discussion nore clear, consider the plot
of cell neans presented in Figure 2. In discussing the
interaction a researcher may infer that the performance of
participants in condition a; increases slightly across
I evel s of B, while those in condition a, decrease severely.
This statenent, however, is not an interpretation of only
the interaction effect, but of the interaction effect and
the main effects.

In order to accurately represent interaction effects
graphically, investigators nust plot, not the cell neans,

but the corrected cell neans, or the interaction effects

20

t hensel ves (Harwel |, 1998; Rosnow & Rosenthal, 1989a). The

corrected cell nmeans can be easily cal cul ated as previously

di scussed, and plotted in the sane way as cell neans. The
corrected cell nmeans for this exanple have been plotted in
Figure 3. An examnation of this figure reveals that,

contrary to the previous interpretation, the perfornmance of
participants in condition a; increases across levels of Bt
t he exact sanme degree that the performance of participants

in condition a, decreases across |levels of B. The “slight”

(0]
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and “severe” changes across levels of B pointed out in
Figure 2 are artifacts of the main effects. |In actuality,
the interaction shows that participants in condition a; are
hel ped by treatnment b, to the exact sanme extent that

participants in condition a, are hurt by it.

Di scussi on

Many factors nmay contribute to the w despread
m sunder st andi ng and m sinterpretation of interaction
effects. The fact that many textbooks either avoid
di scussing the interpretation of interactions or
erroneously state that they can be interpreted by exam ning
only cell neans is likely a major contributor (Harwell,
1998; Rosnow & Rosenthal, 1991). Wile corrected neans are
relatively easy to calculate, many researchers may not do
so sinply because the vast ngjority of data-analytic
sof t war e packages (SPSS, SAS, BMDP, M N TAB) neither
conpute nor plot adjusted cell neans (Harwell, 1998; Rosnow
& Rosenthal, 1989b). Certainly the editorial policies of
many journals, which permt the publication of

msinterpreted data, are also to blanme (Harwell, 1998).
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Regardless, it is of the utnost inportance that
researchers in fields of education and psychology learn to
correctly report and interpret interaction effects when
usi ng an ANOVA design. The practice of using unadjusted
cell nmeans to do so is erroneous, as it results in an
i naccurate representation of interactions. Wile Type |
and Type Il errors in sonme circunstances my be
unavoi dabl e, the sanme is not true of Type IV errors. The
incorrect interpretation of a correctly rejected hypothesis
is preventable with a thorough understanding of interaction

effects.
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Table 1

Cell Means and Main Effects for a 2x2 ANOVA Design Wth No

| nteraction Effects

| nteraction

Level / __Level

Ef f ect by b m_(a))
ai 7 5 6 (+1)
as 5 3 4 (-1)
m 6 4 m =5

(bi) (+1) (-1)

26



Table 2

| nteraction Effects

Cell Means and Main Effects for a 2x2 ANOVA Design Wth

| nteraction

Level / __Level

Effect by b, m_ (&)
aj 2 4 3 (-1.5)
ar 8 4 6 (+1.5)
m 5 4 m = 4.5

(bi) (+.5)  (-.9)

27
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Tabl e 3

Uncorrected Cell Means for a 2x2 Factorial Design

Level / __Level

Ef f ect by b, m
ax 5 7 6
az 9 3 6

m 7 5 m =26




Tabl e 4

Cell Means for a 2x2 Factori al

Desi gn

| nteraction Effects

Corrected for

Bot h

Main Effects and the Grand Mean

__Level

Level b, b,

ai -2 2

o 2 -2

29
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Figure 1. Plot of cell neans for a 2x2 ANOVA design with

no i nteraction.
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Figure 2. Plot of cell neans for a 2x2 ANOVA design with

i nteraction.
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Fi gure 3.

| nteraction Effects

I nteraction plot of corrected cell neans.
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